
PRESENTED AT IEEE WCNC 2002

Statistically Accurate Sensor Networking

C. M. Okino M. G. Corr
Jet Propulsion Laboratory SRI International

California Institute of Technology 333 Ravenswood Avenue
4800 Oak Grove Drive Menlo Park, CA 94025-3493
Pasadena, CA 91109

Abstract— In this paper, we propose an alternate approach to ad-hoc
networking called Best Effort multi-Hop Geographical Routing(BEHGR).
BEHGR does not fit under the current classifications of on-demand or
table-based approaches to ad-hoc routing, but instead statistically at-
tempts to dynamically route packets to a central location in a “best effort”
manner. The basis of such a protocol assumes that a sufficient measure of
the performance of the network is a statistically accurate representation
of the overall collected sensor data. The metrics representing the perfor-
mance include the concept ofcurrentness.

I. I NTRODUCTION

In recent years, considerable work has been placed toward
analyzing and presenting innovative protocols for ad-hoc net-
working [1] [2], where the overlying assumption is a direct
application of these protocols toward sensor networks. In this
paper, we identify some of the specific issues unique to types
of sensor networks that allow for potentially new directions in
protocols of distributed sensor networking. Initially, we review
key aspects of the current trends in ad-hoc networking and
then leverage assumptions specific to some sensor networks.
We propose a computationally relaxed approach to distributed
multi-hop data collection and present some results.

A. Overview of ad-hoc networking aspects

In the so-called infrastructureless mobile network environ-
ment, there are no fixed routers, all nodes may have mobility,
and connectivity is typically dynamic. The current approach is
to classify Ad-hoc routing protocols either as table-driven or
on-demand [2]. Table driven protocols such as DSDV, CGSR,
and WRP attempt to maintain up-to-date routing information
from each node to all other nodes through routing tables. In
source-initiated on-demand protocols such as AODV , DSR ,
TORA, ABR SSR, a node will request a route discovery pro-
cess, establish a route, and maintain the route to a destination
until the route is no longer accessible or the route is no longer
required. For both approaches, resources are allocated for lo-
cation awareness (at least for the initial state) and some form
of route topology mapping.

In a distributed sensor network, the criteria for maintain-
ing a functional network may differ from these recently pro-
posed ad-hoc routing protocols. Specifically, the act of collect-
ing data does not necessarily require connectivity between the
nodes, but rather, sufficient connectivity to at least one node
used to route information toward some central location which
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we shall callhome. Moreover, the ultimate objective of the
sensor module is to gather or sense a measurement. Processing
and forwarding data is secondary but still needed. Last, collec-
tion of most recent information of the entire (or partial) sen-
sor network need only be statistically accurate. Specifically,
we propose a global class of protocols developed forstatisti-
cally accurate sensor networks(SASN) , or rather a network
capable of statistically representing the currentness [3] of the
distributed information. Thus, in a SASN, it is sufficient that
only some of the collected and transmitted data from each of
the nodes reach home in order to provide an accurate picture
of the measured and collected data.

Geographical routing methodologies utilizing GPS have
been presented for position identification [4] [5] [6] [7] [8].
Extending on this concept, [9] utilizes position information
explicitly as the sensor identifier as oppose to traditional IP
labeling or the wireless equivalent of layer 1 external gateway
routing protocols such as BGP-4, thus eliminating the need to
append position information in the data payload. Moreover, in
a dynamic environment, minimal interaction of link connection
status while maintaining relative position within in the network
is sufficient for statistically forwarding information toward a
central location, i.e. geographic awareness and the “position
database” concept used for node position identification [10] is
not a requirement for distributed sensor measurement network-
ing.

In the following sections, we characterize SASN’s and then
propose an approach synonymous with the original Internet
Protocol philosophy of “best effort” networking while utiliz-
ing the minimal knowledge of geographical positioning.

II. STATISTICALLY ACCURATE SENSORNETWORKS

A statistically accurate sensor network is a network such that
the database collection of information from the sensors pro-
vides a sufficiently accurate representation of the distributed
nature of the sensor network. In SASN’s, no routing tables
are required and no route discovery procedure is explicitly ex-
ecuted end-to-end. Nodes either act as clients to forward pack-
ets or as server’s in order to receive packets. At first, the be-
havior for servers and clients may seem reversed to the termi-
nology server and client respectively, but from the perspective
of establishing a connection in a point to multi-point network
using RF transceivers and forwarding packets toward a cen-
tral location, the terminology holds. Relative position towards
a central location such ashomedetermines if a packet is in
a loop or is effectively being handed off to a node closer to
the central location, i.e. intended unidirectional flow of sensor
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information. Error checking is performed, but there are no ac-
knowledgments and no guarantees that the server has properly
received the packet forwarded from the client. One could also
view this as a form of connectionless oriented location aware
ad-hoc sensor networking [11].

We assume we haven sensors (nodes), where each node is
capable of uni-directional transmission based on power level
of radiusdRF over a unit circular area. Gupta and Kumar [12]
have shown that given that each node covers RF circular trans-
mission areaπd2

RF = log n+c(n)
n , then the network approaches

connectivity with probability1. The connectivity requirement
stated in [12] is in fact stronger than necessary for our network.
We shall view this as a sufficient condition and leave the pre-
cision of connectivity for future work.

A. Performance Metric

The traditional approach of throughput and delay remain
significant in a statistically accurate sensor network. We con-
siderthroughputas the total number of packets that arrived up
to time t divided by the total number of packets generated up
to timet. We can then consider the throughput of a given node
within the network or the overall throughput of the network.
The network we consider may potentially have high loss in the
sense of dropped packets due to queue overflow or dropped
packets due to bit errors in transmission over a noisy channel.

Another metric in addition to throughput is providing a mea-
sure of delay. We attempt to relax the condition of delay to
allow for a metric of being sufficiently current information. In
general, one could view currentness as a probabilistic form of
delay.

We propose a new metric of performance for ad-hoc sensor
networks called currentness. The concept of currentness was
first formally proposed for estimating the speed of re-indexing
web server webpage access [3]. We refine and formalize the
definition for ad-hoc sensor networks.

Let δ(i) be the interval of time between generation and ar-
rival at the final destination of information piecei.

Definition 1((α, β)-currency of a source in a network)
A source in a network is said to be(α, β) current if each piece
of received informationi from the source arrives at the desti-
nation within some interval of timeδ(i) ≤ β with probability
α.

Similarly, we can present the concept of an entire network
being(α, β) current with respect to a specific destination.

Definition 2((α, β)-currency of a network ) A network is
said to be(α, β) current if each network generated piece of
received informationi arrives within some interval of time
δ(i) ≤ β with probabilityα.

Note that this concept allows for a relaxed approach to re-
ceiving up-to-date information while maintaining a level of
performance.

B. Best Effort multi-Hop Geographical Routing

We consider a multi-hop distributed sensor network where
each module is a node that is randomly placed a number of
geographical units apart where each geographical unit could
be considered as the maximum RF reception distance. Each
sensor or module is identical in nature and will adapt within the
network based on the geographical position relative to some
predefined home base.

Each sensor will oscillate between amount of time in client
mode and amount of time in server mode. Moreover, each sen-
sor will dynamically adjust time allocated as a client (client
mode period) versus time allocated as a server (server mode
period), where a client’s main purpose is to forward data to
the follow on node (in this case also called the server) and the
server’s main purpose is to receive data. In addition, each sen-
sor allocates a fixed amount of time locally collecting sensor
data.

The likelihood of a sensor being in client mode as oppose
to server mode is directly dependent on its relative geographi-
cal position to home. Specifically, a sensor located near home
will adapt toward statistically allocating more time as a server,
while a sensor located a number of RF hops away from home
will adapt toward statistically allocating more time as a client.
The statistical allocation of allotted time will result in varia-
tion in the likelihood of a sensor in client mode synchronizing
in time with a sensor in server mode. The relationship be-
tween duration of time as a client increasing with respect to
the number of hops from a central location holds for cases of
aggregating data among the hops.

The algorithm for allocation of time in server versus client
mode is shown in Figure 1 wherêC(i, k) and Ŝ(i, k) is the
amount of time allotted during oscillation roundi for thekth

tier module as a client and server respectively. Prior to entering
the oscillation period (client and server mode), a sensor waits
in client mode for the home location to broadcast and forward
the current location of the home node in order to provide a
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direction to route. The process of broadcasting the coordinates
of home are repeated in a radial fashion relative to the current
location of home.

Let W be the set of all nodes in the network. Define the
home sensor unit as a base station located at Cartesian coordi-
nates,(x̂, ŷ). For the modulew, we have coordinates(xw, yw),
and so the radial distance of thewth sensor from home is

dw =
√

(xw − x̂)2 + (yw − ŷ)2 .

Let

khops(w) =
dw

dRF
,

be the multi-hop parameter ofw, wheredRF is the maximum
reception RF distance. For the actual implementation of an al-
gorithm, since the true distance is dependent on bit error rates,
we select a distance with low probability of a bit error, approx-
imately10−6. Thus,khops(w) provides a measure of the ap-
proximate number of hops required by sensorw to reach home
assuming a chain ofkhops(w) sensors separated at a distance
of dRF . Clearly, the actual number of hops will be dependent
on the topology of the distributed sensor network which is is
not known in an ad-hoc or dynamically changing network. We
define the tier valuek for modulew as

k = bkhopsc .

Let the set of modules belonging to thekth tier be

N̂(k) = {w : bkhops(w)c = k ∀ w ∈ W} ,

wherebxc is the floor function of a real numberx.
Let Ĉ(i, k) andŜ(i, k) be the Client and Server state time

duration of thekth tier modules during oscillation roundi,
wherei = 0 is the initial state time duration.

For Server mode, the duration of time remaining in Server
mode is fixed such that

Ŝ(i, k) = Hmax − k ∀i ≥ 0 ,

whereHmax is the maximum allowed number of hops from
the outermost module in the network to Home.

The Client state time duration varies in an adaptive manner,
conditioned on the attempted lock to a Serverw′ where the tier
value of Serverw′ is k′. We write the initial state of thekth

tier modules as

Ĉ(0, k) = Hmax + k .

For all other oscillation rounds, we condition the client’s fol-
lowing oscillation round duration based on locking to a server
in the proper direction. Specifically, if Clientw locks with
serverw′, but does not receive a valid tier value,k < k′, then

Ĉ(i, k) = max{Hmin, Ĉ(i− 1, k)− Tstep} ,

else if Clientw locks with Serverw′ and receives a valid tier
value,k ≥ k′, then

Ĉ(i, k) = Ĉ(i− 1, k) ,

else if Clientw does not lock at all, (k′ unknown), then

Ĉ(i, k) = min{Ĉ(i− 1, k) + Tstep, γHmax} ,

whereHmin is the minimum number of slots allowed as a
client, Tstep is the potential variation in number of time slots
for each oscillation round, andγ is a positive real number
greater that1.

As stated earlier, BEHGR does not provide and end-to-end
route discovery process. However, BEHGR does implement a
route discover process on a per link basis, comprising of the
initial calculation of hop count and client duration update de-
scribed earlier in the paper.

III. A NALYSIS

In this section we obtain some bounds on some performance
metrics and plot some preliminary performance using a real
test-bed of sensors.

The following lemma provides a sense of the worst case
delay due to hop synchronization over multiple hops with no
competing nodes at each hop and no physical link errors.

Lemma 3(Hop Delay) For an error free environment where
each hop contains a single module, the worst case number of
time slots to propagate a piece of information from a module
w at thekth tier is

T (w) = (k + 1)Hmax +
2 + k − k2

2

time slots.
As depicted in Figure 2, utilizing the BEHGR protocol, the

worst case number of time slots required to forward a packet
home due to synchronization delay but with zero interference
and zero queuing delay is critical to the selection of the maxi-
mum number of hopsHmax.

Consider ak × k grid as depicted in Figure 3, where each
sensor node is located on a grid such that the nearest neighbor
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is either on the horizontal or vertical axis at a distancedRF

such that only these nearest neighbors are within RF range of
the node of interest. Suppose that Home is located in the lower
left corner. Then each of the otherk2 − 1 nodes are expected
to route information via neighboring nodes back to Home.

Theorem 4(Currentness fork × k grid) For a k × k grid,
where packets are generated at most one per oscillation round,
the probability that the number of time slots is less than or
equal to some valueβ is

Pr{Tk×k ≤ β} ≤ 1− 1− 1
hmax

k2 − 1

k∑

i=2

i(1− 1
Hmax

)
β
i

−1− 1
Hmax

k2 − 1

k−1∑

i=1

i(1− 1
Hmax

)
β

2k−i .

Proof of Theorem 4: Let q be the probability of a packet
successfully being received in a time slot. Then the proba-
bility of a packet successfully traversing a hop in time sloti is
Pr{Th = i} = (1− q)iq .

Let TQ,w be the amount of time a packet spends in the node
w queue. LetT̂Q,k be the minimum amount of time a packet
spends in thekth tier queue. Thus, we havêTQ,k ≤ TQ,w.

Let Td be the amount of time required to traversed hops
including queuing delay. Then, we have

Pr{Td ≤ β} = Pr{d(Th + T̂Q,k) ≤ β}

= Pr{Th ≤ β − dT̂Q,k

d
}

=

β−dT̂Q,k
d∑

i=0

(1− q)iq

= q
1− (1− q)

β−dT̂Q,k
d +1

1− (1− q)

= 1− (1− q)
β−dT̂Q,k

d +1

≤ 1− (1− q)
β
d +1 .

Let p̂d = 1− (1− q)
β
d +1. Assume that Home is located in a

corner. Drawing diagonal lines through nodes such that these
lines are perpendicular to the diagonal line passing through

Home designates the depth of each set of nodes, where the set
of nodes contained along the diagonal line closest to the Home
is of depth1 and so on until the final node on the opposite cor-
ner containing depth2k− 2. Thus, for ak×k grid with Home
located at a corner, we have

Pr{Tk×k ≤ β} ≤ 1
k2 − 1

{
k∑

i=2

ip̂i−1 +
k−1∑

i=1

ip̂2k−i

}

=
1

k2 − 1

{
2k2 − 2

2
−

k∑

i=2

i(1− q)
β
i +1

}

− 1
k2 − 1

k−1∑

i=1

i(1− q)
β

2k−i +1

≤

{
2k2−2

2 − (1− p)
∑k

i=2 i(1− p)
β
i

}

k2 − 1

− 1− p

k2 − 1

k−1∑

i=1

i(1− p)
β

2k−i .

If Ŝ = 0, we are in client mode all the time, and sôC =
Hmax + k. Thus, at the least,̂C ≥ Hmax. If packets are
generated at most one packet per oscillation round, then we
havep ≤ 1

Hmax
, and so we have

Pr{Tk×k ≤ β} ≤ 1− 1− 1
Hmax

k2 − 1

k∑

i=2

i(1− 1
Hmax

)
β
i

−1− 1
Hmax

k2 − 1

k−1∑

i=1

i(1− 1
Hmax

)
β

2k−i ,

and we are done.
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In Figure 4, we have the probabilityα of a packet arriving
from a node in the network withinβ time slots for various num-
ber of nodes in the grid whereHmax = 10. Note that Theorem
4 does not consider the queuing delay and so for largeβ, such
as shown forβ = 106, the bound is weak.

A. Preliminary real test-bed results

The real test-bed consists of a number of sensor modules
distributed in ak × k grid arrangement as depicted in Fig-
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ure 3 where each sensor node is approximately spaceddRF

apart. For most test cases, we assume the Home unit is in the
lower left corner, and so we examine the performance of the
n = k2 − 1 nodes routing information toward the Home node.
Each sensor module contains an 8051 microcontroller, a Mo-
torola GPS unit, a Frequency Hop transceiver, and a Dallas
semiconductor iButton temperature sensor as shown in Figure
5.

Fig. 5. Sensor module with microcontroller, GPS, RF transceiver and temper-
ature sensor.

Tests were also performed on the relationship of current-
ness with respect to the positioning of Home within the grid.
Specifically, we positioned Home on the corner, on an edge
and in the center (odd sized grids). Preliminary test indicated
that theα varied on the order of0.1 for aβ ≈ 106. As the grid
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Fig. 6. Currentness versus number of nodes

size increased, overall throughput and currentness decreased
rapidly. We conjecture queuing loss as the primary cause.
Specifically, we believe dropped packets are the main source
of error.

Throughput results indicated minimal dependency on posi-
tioning of Home. Specifically, preliminary real test-bed results
have a variation on the order of0.05%. There appears to be
an inherent fairness in the algorithm in terms of allowing for
balanced metrics although more tests are required to validate
this claim.

In Figures 7 and 8, the percentage of packets generated with
respect to the queue size has a considerable effect on the over-
all currentness and throughput of the network. Local data was
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generated at half the rate of delivery. Thus, loss due to queuing
overflow was evident.

IV. D ISCUSSION ANDFUTURE WORK

The BEHGR protocol proposed in this paper presents an al-
ternate approach to routing and forwarding data with minimal
computation and network topology knowledge. We proposed
and measured the performance of a sensor network utilizing a
statistically sufficient statistic such as currentness.

The concept for developing statistically accurate sensor net-
working protocols represents a new set of ad hoc wireless net-
works worthy of investigation. The variation on theHmax

maximum number of hops provides incite into the synchro-
nization aspect. In some sense, the algorithm is providing a
TDMA allocation of slots based on the maximum number of
hops.

Queuing, fairness, and scalability in terms of hop statistics
needs further analysis as well as the closed loop stability of
synchronization.

The barrier problem associated with routing sensor infor-
mation in a SASN in the opposite direction relative to a central
location is alleviated but not eliminated by the assumption that
each node is actively mobile. The mobility allows for the likeli-
hood that a node will enter a position allowing for the stranded
node to temporarily forward information toward home. Home
is also allowed to move but requires some time for the network
to adapt and settle to the change in position. In the case where
Home moves, a broadcast message of Home’s new location is
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sufficient in terms of information transfer. In terms of compu-
tations, a new tier count calculation is required for each node.

Energy efficiency for battery powered sensor modules needs
to be addressed in future work. Of particular interest is the
work on extending the life of a battery powered network of
nodes by sending remaining energy values along with a tier
count as a means of determining if a server client relationship
with a higher energy level can be obtained before forwarding a
packet which is in the spirit of [13].
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